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Dear reviewers: We are very grateful for your comments to our manuscript. We revised the manuscript in accordance with your advice, and carefully proof-read the manuscript to minimize typographical, grammatical, and bibliographical errors. Here below is one-by-one response to your comments.
Referees' comments:
Reviewer# B:
1) Figure S2 is unclear to me. A histogram is x vs. frequency. What is x in

   this case? This figure most probably is redundant and can be deleted.
· We have eliminated the Figure for the sake of clarity.

2) Table S-IV. MAPE should be given for test set, and discussed in the main text.
· We have already added the information in the Table S-IV with some discussion as you’re suggested. 
Table S-IV. The effect of topology change on ANN's performance
	Number of neuron 

in hidden layer
	*Total set
	Training set
	Validation set
	Test set

	
	R2
	RMSE, %
	MAPE, %
	R2
	RMSE, %
	MAPE, %
	R2
	RMSE, %
	MAPE, %
	R2
	RMSE, %
	MAPE, %

	1
	0.670
	13.977
	20.090
	0.713
	13.025
	19.046
	0.465
	17.078
	24.005
	0.564
	16.312
	19.035

	2
	0.676
	13.843
	19.864
	0.735
	12.550
	17.804
	0.450
	17.879
	27.590
	0.648
	14.655
	17.318

	3
	0.695
	13.431
	19.023
	0.752
	11.979
	17.068
	0.504
	17.853
	26.354
	0.586
	15.889
	19.964

	4
	0.775
	11.532
	15.686
	0.821
	10.304
	14.085
	0.601
	15.285
	21.688
	0.836
	9.998
	15.340

	5
	0.816
	10.427
	14.970
	0.831
	10.216
	14.718
	0.750
	11.184
	15.914
	0.815
	10.630
	15.071

	6
	0.829
	10.072
	13.599
	0.845
	9.429
	12.878
	0.764
	12.186
	16.304
	0.903
	7.680
	14.573

	7
	0.836
	9.844
	13.776
	0.838
	9.940
	14.037
	0.827
	9.478
	12.795
	0.879
	8.602
	18.439

	8
	0.825
	10.166
	14.797
	0.842
	9.340
	12.394
	0.778
	12.797
	23.805
	0.846
	9.679
	17.307

	9
	0.825
	10.186
	13.675
	0.852
	9.451
	13.046
	0.706
	12.564
	16.036
	0.772
	11.786
	33.068

	10
	0.822
	10.262
	14.414
	0.861
	9.095
	12.506
	0.667
	13.782
	21.567
	0.687
	13.820
	20.985

	11
	0.846
	9.542
	14.256
	0.891
	8.131
	12.495
	0.653
	13.587
	20.859
	0.702
	13.472
	24.473

	12
	0.837
	9.813
	12.931
	0.890
	7.987
	11.135
	0.659
	14.771
	19.668
	0.804
	10.945
	167.790

	13
	0.848
	9.483
	12.292
	0.904
	7.661
	10.543
	0.592
	14.392
	18.850
	0.162
	22.606
	97.741

	14
	0.850
	9.429
	12.559
	0.909
	7.411
	9.800
	0.587
	14.709
	22.907
	0.555
	16.475
	27.604

	15
	0.828
	10.099
	14.785
	0.905
	7.442
	9.573
	0.555
	16.635
	34.330
	0.712
	13.255
	18.268

	16
	0.827
	10.125
	12.635
	0.902
	7.680
	9.788
	0.517
	16.303
	23.312
	0.498
	17.491
	21.808

	17
	0.844
	9.608
	11.265
	0.941
	5.822
	7.364
	0.527
	17.645
	25.896
	0.380
	19.438
	25.275


*Total set included training and validation set
3) “About validation, we use Bayesian regulation algorithm which does not require a validation set (see on page 8). “Validation set” here is meant to be used to determine a stopping point for the back-propagation algorithm, not to find the optimal number of hidden neurons. Hence, our “test set” is used in place of the “validation test” (in the second sense) to find the optimal number of hidden neurons. Then about the final “test set” for evaluating the final model, we actually have not prepared it!” 

Your response only proves my point. You have not tested your model, since your “test set” is actually used (as validation) for the adjustment of model parameters i.e. number of hidden neurons. From Table S-IV one can see that the number of H neurons is determined to fit best the “test set”, which is a very bad practice. If you make multiple training runs until you get something that works best on the test data, you have just rendered the test data set as training, and the model you finally create has to be tested once again with NEW test data before you can trust it! Why? Because you've essentially created a model specifically for your test set. Therefore, you must have three datasets: training for weights tuning (e.g. 60 data points), validation for H neurons determination (16 data points) and “unseen” test dataset to evaluate real performance (you can use remaining 10 data points).
· We have already divided the data into three datasets as you suggested, i.e. training set, validation set for modelling and test set for model evaluation. Based on that division, the whole process of ANN modelling and evaluation has been reworked and discussed.
4) “Moreover, the R2 0.824 in our total set are quite similar to the R2 value around 0.898 which presented in modelling Lead (Pb) removal process…”  This is misleading since you compare your total set R2 with validation R2 from another study. In the best case, your model has R2=0.72 which is far from 0.9.
· We have already revised the phrase for the sake of correctness.

We think those are excellence comments in for this manuscript and we are so glad to finish.
